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Today’s Questions 
● What is NLP?

● Language Models and Who Needs Them?

● What is better Human Brain or Neural Network?

● Are LSTM similar to LSD?

● How can You do All of This in Python?

● How can You Generate Movie Script?



What is NLP?
● NLP  - Neuro Linguistic Programing  Natural Language Processing 

● Sub-field of Artificial Intelligence focused on enabling computers to 

understand and process human languages

● Applications:
○ Language Translation

○ Sentiment Detection

○ Text Categorization

○ Text Summarization

○ Text Generation



Why do computers can not understand humans?
Formal Language:

a = 10

b = 20

while a < 20:

a += 1

Human Language:

He is literally on fire

Bring me that thing

Great job



Language Models what are they?
● Statistical Language Model - probabilistic model that are able to predict the 

next word in the sequence based on previous words. 

● Neural Language Model - parametrization of words as vectors (word 

embeddings) and using them as inputs to a neural network. Parameters are 

learned during training. Words with same meaning are close in vector space. 



Word Embeddings  Real Life Example



Who uses Language Models?
● Word2vec, Google

● BERT, Google

● ELMo, Allen Institute 

● GloVe, Stanford

● fastText, Facebook

● GPT2, Open AI (too dangerous to be released) 





Neuron



Activation functions
● Step Function
● Sigmoid Function
● Tanh Function
● ReLU Function



Neural Network



Recurrent Neural Networks



Repeating module in RNN



The Problem of Long-Term Dependencies



LSTM - Long Short Term Memory



LSTM gates



LSTM step by step



How Can You Do It in Python?
NLP libraries:

● nltk - natural language toolkit
● spaCy
● gensim

Deep learning:

● TensorFlow
● Keras



Finally, some practical stuff



Data collection
● Source: imsdb.com
● Movie scripts collected:

○ Natural Born Killers
○ Reservoir Dogs
○ From Dusk till Dawn
○ Pulp Fiction
○ Jackie Brown
○ Kill Bill vol. 1&2
○ Inglorious Bastards
○ Django Unchained

http://imsdb.com


Approach



Data preparation



Sequences
<New_Line> jules say what again cmon 
say what again i dare ya i double dare ya 
motherfucker say what one more goddamn 
time <New_Line> jules now describe me 
what marsellus wallace looks like

Sequence length = 10

1. <New_Line> jules say what again cmon say what again i dare 
2. jules say what again cmon say what again i dare ya
3. what again cmon say what again i dare ya i double dare ya 
motherfucker
4.  again i dare ya i double dare ya motherfucker say



Sequences in code



Create Text Generator



Build model



Creating New Texts



Results

SEED: the path of the righteous man 
is beset on all sides by the inequities 
of the selfish and the tyranny of evil 
men
RESULT: blessed is he who in the 
name of charity and good will 
shepherds the weak through the 
valley of the darkness



More Results

SEED: i ll take care of this you guys 
leave the tip and when i come back i 
want my book back

RESULT: where apologize counting 
the salesgirl roger to drink mr white 
shit



Even More Results

SEED: a normal dennys spires like 
coffee shop in los angeles it is about 
in the morning while the place is not 
jammed there is a healthy number of 
people drinking coffee munching on 
bacon and eating eggs

RESULT: two dogs ext bennett 
manor day cut the way with white 
wagon reading from his noodle



Resources
● Understanding Neural Networks. From neuron to RNN, CNN, and Deep 

Learning, 
https://towardsdatascience.com/understanding-neural-networks-from-neuron-t
o-rnn-cnn-and-deep-learning-cd88e90e0a90 

● Understanding LSTM Networks, 
http://colah.github.io/posts/2015-08-Understanding-LSTMs/

● Source code, https://github.com/bohdan1/TarantinoLSTM

https://towardsdatascience.com/understanding-neural-networks-from-neuron-to-rnn-cnn-and-deep-learning-cd88e90e0a90
https://towardsdatascience.com/understanding-neural-networks-from-neuron-to-rnn-cnn-and-deep-learning-cd88e90e0a90
http://colah.github.io/posts/2015-08-Understanding-LSTMs/
https://github.com/bohdan1/TarantinoLSTM

